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Abstract

Some proponents of the Integrated Information Theory (IIT) of consciousness profess strong views on the Neural Correlates of Consciousness (NCC), namely that large swathes of the neocortex, cerebellum, basal ganglia, thalamus, olfactory bulb, and the so-called limbic system, are all not essential for any form of conscious experiences. We argue that this claim derives from a strong version of the theory, according to which the NCC is supposed to constitute conscious experiences. On a weaker version of the theory, IIT only provides what we call a marker of consciousness. We surmise that a conflation between strong and weak versions of the theory has led these researchers to adopt definitions of NCC that are inconsistent with their own previous definitions, inadvertently betraying the promises of an otherwise fruitful empirical endeavour.
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1 NCCs, markers, and constituents

\textit{We are not receptive to physicists trying to apply exotic physics to the brain, about which they seem to know very little, and even less about consciousness.} – (Crick & Koch, 2003)

Identifying the neural correlates of consciousness (NCC) has been a central research program in consciousness science for decades. In common neurobiological
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language, the key term would have been ‘mechanisms’ rather than ‘correlates.’ The term ‘correlates’ was carefully chosen to remain neutral on conceptual issues regarding the exact metaphysical relation between consciousness and the NCCs (Crick & Koch, 1990). It was recognized early on that such questions are difficult, and best set aside until we have clearer answers on the NCC.

In this article, we introduce a conceptual distinction between NCCs, markers of consciousness, and constituents of consciousness. We argue that a failure to distinguish between these different concepts is limiting the progress of the NCC project. We will illustrate this point with the case of the Integrated Information Theory (IIT) of consciousness.

An NCC is “the minimal set of neuronal events and mechanisms jointly sufficient for a specific conscious percept” (Chalmers, 2000; Koch, 2004, p. 16). That is, NCCs are the minimal neural difference makers that are jointly sufficient for a mental state to be conscious, rather than unconscious. This is just another way of saying that, all other things being equal, if a mental state is unconscious, activation of the NCC should be sufficient for making it conscious.

We distinguish the NCC from the constituents of consciousness. If they exist, constituents of consciousness are neural, or physical states that are identical with consciousness. This means that the constituents of consciousness should be sufficient – and necessary – for consciousness, just as H$_2$O is the constituent of water.

Research has focused on finding NCCs rather than constituents of consciousness because the necessity condition is generally considered too strong (Chalmers, 2000). Indeed, if a neural state is not only sufficient, but also absolutely necessary for a specific conscious experience to occur, it means that that experience is not multiply realizable (Chalmers, 2000; Michel et al., 2018; Morales & Lau, 2018). That is, as in the case of water being identical to H$_2$O, we cannot replace hydrogen or oxygen with something else to produce water. H$_2$O is the only possible recipe. This claim would, in effect, be contradictory with the widely acknowledged phenomenon of degeneracy in biology (Edelman & Gally, 2001; Tononi et al., 1999) – which states that given a context, the same biological function can be carried out by different substrates, giving the impression of redundancy. If the same conscious experience could be realized with slightly different neuronal ensembles which may

1 Following Illari & Williamson’s ‘consensus concept’ of mechanism, a mechanism for a phenomenon is defined here as a set of “entities and activities organized in such a way that they are responsible for the phenomenon” (Illari & Williamson, 2012, p. 120). Identifying consciousness mechanisms requires one to understand what the mechanisms do for consciousness exactly (i.e. their functions). Identifying markers, correlates, or even constituents, does not require one to do so. We will not focus on mechanisms in this article (for more on mechanistic explanations in consciousness science, see Miracchi (2017)).

2 A constituent of consciousness is different from what is sometimes called a ‘core NCC’. A core NCC is “the part of the total NCC that distinguishes one conscious state from another – the rest of the total NCC being considered as the enabling conditions for that conscious experience” (Block, 2005, p. 47). A core NCC is not necessary and sufficient for a given conscious experience – it is only sufficient when combined with some enabling conditions. By contrast, a constituent of a conscious experience is necessary and sufficient for that conscious experience to occur.

largely overlap but are not exactly identical, an NCC at this level cannot be considered strictly necessary for a particular experience. We will come back to this point below.

Lastly, we distinguish constituents and NCCs from the markers of consciousness. By markers we mean general evidence that can be used to determine whether subjects have conscious mental states or not. In that sense, NCCs can be used as markers of consciousness, because if a person is able to entertain a specific conscious experience, it demonstrates that the person is conscious in at least some limited sense. But not all markers of consciousness are NCCs, or constituents of consciousness. These markers may be very general and might not specifically reflect the mechanisms directly responsible for consciousness. Some markers of consciousness might correspond to ‘pre-requisites’ or ‘consequences’ of consciousness (Aru et al., 2012).

To illustrate this distinction, let us consider the fact that when one is conscious rather than in a coma, one is more capable of producing behavior, thoughts, and memory. Therefore, a neural marker for sophisticated cognition may generally be used as a marker for consciousness. But such a marker may not be the minimally sufficient condition for specific conscious experiences; one may need much less for a specific single experience to arise. And such a marker may also not be necessary for conscious experiences; one might be able to entertain a specific experience without sophisticated cognition. Still, it could be that, in general, one can pragmatically use a neural marker for sophisticated cognition as a marker for consciousness, as consciousness and cognition might generally correlate, at least in humans.

Clearly distinguishing between markers, NCCs, and constituents of consciousness is important for all theories of consciousness: conflating these three notions might create confounds. For instance, the P3b wave was considered an NCC by proponents of the global workspace theory (Dehaene & Changeux, 2011). Recent experiments, however, have shown that the P3b is neither necessary (Cohen et al., 2020; Pitts et al., 2014) nor sufficient (Silverstein et al., 2015) for consciousness. While one can interpret the P3b as a reliable marker of consciousness in some cases, it cannot be interpreted as an NCC, or a constituent of consciousness. Clearly distinguishing between markers and NCCs in this case shows that an electrophysiological signal, while not being mechanistically relevant for consciousness, can remain practically useful (e.g. in clinical settings) as a marker of consciousness (Faugeras et al., 2012).

While we maintain that the distinction is important for all theorizing about consciousness, what follows is a case study of how the distinction plays out for a specific theory: the integrated information theory of consciousness (IIT). We argue that a failure to carefully distinguish between NCCs, markers, and constituents of consciousness, is at the heart of a conflation between a strong version of IIT, and a weaker, empirical version.
2 Empirical vs Fundamental IIT

The recent ‘rise’ of IIT is somewhat paradoxical. On the one hand, the theory has been promoted with an unusual level of enthusiasm. For example, it has been claimed that IIT is “currently accepted as one of the most compelling explanations about what consciousness is” (italics ours), that it is a “gigantic step in the final resolution of the ancient mind-body problem” (Koch, 2004), and even that it yields “a new kind of scientific spirituality.”

On the other hand, arguments and criticisms against the theory abound (Barrett & Mediano, 2019; Bayne, 2018; Cerullo, 2015; Doerig et al., 2019; Pautz, 2019). To answer one of those criticisms, proponents of IIT ended up acknowledging that, according to the theory, even a set of ‘inactive’ logic gates would be conscious (Aaronson, 2014b, 2014a; Tononi, 2014). Such possibilities have been openly denounced as “untestable” by many (Michel et al., 2019). Overall, the theory has not impressed active researchers as much as non-experts outside the field (Michel et al., 2018).

We suspect that this striking difference in opinions is due to a conflation between two versions of the theory, which, following Mediano et al. (2019), we call Empirical IIT and Fundamental IIT. While the former may have some merits, we are unsure about the latter.

Empirical IIT is the view that measures of integrated information in brain networks – a specific subtype of complexity measure – can be used to detect states of consciousness, i.e., whether subjects have subjective experiences (such as during wakefulness, or dreams), or not (such as being in a coma, anesthetized, or dreamless-sleep). That is, Empirical IIT takes integrated information to be a marker of consciousness.

According to this view, the choice of an exact quantitative measure of integrated information is an empirical matter. For instance, if it turns out that some measure of integrated information does a better job at categorizing states of consciousness accurately, this would count as empirical data in favor of using that measure. Overall, despite some contradictory evidence (Noel et al., 2019; Sasai et al., 2016; Tajima et al., 2015), there is support for Empirical IIT (Barttfeld et al., 2015; Bodart et al., 2017; Casali et al., 2013; Casarotto et al., 2016; Demertzi et al., 2019; Ferrarelli et al., 2010; Rosanova et al., 2012; Ruiz de Miras et al., 2019; Sarasso et al., 2015; Tagliazucchi et al., 2013). We can consider Empirical IIT scientifically plausible.

See: https://qz.com/709969/2300-years-later-platos-theory-of-consciousness-is-being-backed-up-by-neuroscience/

https://www.huffpost.com/entry/post_b_8160914

This point was also made in a recent letter to the NIH, by dozens of researchers in the field, available online here: https://tinyurl.com/y5wokv9g.

See http://inconsciousnesswetrust.blogspot.com/2017/08/how-to-make-iit-and-other-theories-of.html for discussion as to why Sasai et al. (2016) and Tajima et al. (2015), and some other studies are considered potentially contradictory evidence against Empirical IIT.
On the other hand, Fundamental IIT is the view that a specific form of complexity (integrated information) is identical with consciousness (Oizumi et al., 2014). That is, Fundamental IIT posits that integrated information is the constituent of consciousness. Specific conscious experiences are also exactly identified with specific states of a network with particular patterns of integrated information (Tsuchiya et al., 2015; Tsuchiya, 2017).

As such, Fundamental IIT does not simply posit that integrated information is necessary or sufficient for consciousness, or that integrated information is a marker of consciousness. Instead, consciousness is identified with a system having the features described by the ‘postulates’ of the theory. This identity claim is explicit in the writings of proponents of IIT:

according to IIT, there is an identity between phenomenological properties of experience and informational/causal properties of physical systems (see [11] and [19] for the importance of identities for the mind-body problem). The central identity is the following: The maximally irreducible conceptual structure (MICS) generated by a complex of elements is identical to its experience. (Oizumi et al., 2014, p. 3)

Importantly, IIT claims that a quale in the broad-sense is identical to a MICS, generated by a particular subset of the neural system, for example, a thalamo-cortical system excluding cerebellum. In other words, IIT proposes a mapping between a certain mathematical structure, which is derived from connectivity and a state of a certain subset of the neurons in the brain, and the particular quale that a subject of the brain is experiencing. (Tsuchiya et al., 2015, p. 3)

As Fallon (2015) notes, proponents of IIT also routinely offer “analogies to other fundamental physical properties. Consciousness is fundamental to integrated information in the same way as it is fundamental to mass that space-time bends around it”. In summary, proponents of IIT subscribe to an identity between types of experiences (shapes in ‘qualia-space’) and types of patterns of integrated information (shapes in a ‘cause-effect space’), realized in physical causal structures (Tsuchiya, 2017). It follows that identifying the causal structure of a physical system, and deriving its integrated information, is sufficient to determine which type of experiences that system has, and vice versa.

Importantly, causal structures can be realized in various physical substrates. Physical systems that are composed of different stuff can have the same causal structures and thus realize the same patterns of integrated information. As Tsuchiya (2017) notes:

essential relationships in IIT are those between consciousness and mathematical structures derived from the physical substrates, not between consciousness and matter as is usually debated in philosophy. This means that two distinct physical substrates can generate identical consciousness.
Some could argue that this aspect of IIT makes the theory more similar to functionalism than identity theory, given that functionalism has historically been associated with multiple realizability (Polger & Shapiro, 2016). However, IIT is very far from functionalism, for at least two reasons. First, there is a crucial sense in which IIT does not accept multiple realizability: a given type of experience cannot be realized by different types of physical causal structures, even if those causal structures themselves can be realized in different substrates. For instance, the causal structure realizing the experience of seeing something red can be realized in a brain or in Swiss cheese, and the substrate will have the experience of seeing something red as long as the right causal structure is maintained. But the same experience cannot be realized by different causal structures, even with the same substrate. Two brains cannot realize the same experience by instantiating different causal structures. In that last sense, conscious experiences are not multiply realizable, according to IIT.

Second, and more importantly, conscious experiences are not tied in any way to the realization of psychological functions. This is made clear by the fact that feedforward networks could realize the exact same functions as the human brain without being conscious, according to IIT (Doerig et al., 2019). What matters for consciousness is not what functions are realized – since even a set of inactive logic gates can have conscious experiences (Aaronson, 2014b), but only how functions are physically realized. For this reason, proponents of Fundamental IIT are anti-functionalists, as Tononi & Koch (2015) write: “in sharp contrast to widespread functionalist beliefs, IIT implies that digital computers, even if their behaviour were to be functionally equivalent to ours, and even if they were to run faithful simulations of the human brain, would experience next to nothing.”

As such, in contrast with Empirical IIT, which considers integrated information as a marker of consciousness, Fundamental IIT postulates an identity between patterns of integrated information and conscious experiences. In addition, according to Fundamental IIT, the exact measure of integrated information to adopt is not a matter to be determined by the data. Rather, it stems from some assumptions, or axioms, that are meant to be self-evidently true (Oizumi et al., 2014; Tononi et al., 2016; Tononi & Koch, 2015). From there, one is supposed to mathematically derive the measure of integrated information that is relevant for consciousness. We will argue that Fundamental IIT is not in line with current scientific knowledge and practice. It may also jeopardize the NCC project.

### 3 Conflating general markers and constituents

Let’s assume that some versions of the integrated information measure can be successfully used as markers of states of consciousness, as claimed by Empirical IIT. Importantly, we have to recognize that this would be entirely compatible with the rejection of Fundamental IIT.
That is to say, data in favor of Empirical IIT may be compatible with other theories, such as the Global Workspace Theory (GWT). According to GWT, consciousness results from the broadcast of information to a wide variety of neuro-cognitive modules through a “global workspace”. If one supposes that this global broadcast is best achieved in a network of high complexity, GWT can account for currently available evidence in support of Empirical IIT, without invoking the controversial conjectures of Fundamental IIT.

Also, that some measures of integrated information can be used as markers of states of consciousness does not directly support the claim that integrated information is identical with consciousness. Because the exact calculation of the degree of integrated information in real biological systems is computationally challenging (Barrett & Mediano, 2019), studies currently rely on proxy measures. Due to the approximate nature of the measurements, the relevant results cannot support claims concerning constituents, rather than markers. That is, they support Empirical, not Fundamental IIT.

On this note, we remark there are many different approximated measures of integrated information, and they do not necessarily empirically converge (Mediano et al., 2019). Given the same data Fundamental IIT can both be supported or falsified by these measures, depending on which approximation we choose to adopt. Relatedly, there is currently a debate as to whether Fundamental IIT is empirically falsifiable at all (Doerig et al., 2019).

Finally, and perhaps most importantly, in order to interpret the successful results of integrated information measures as support for the claim that consciousness is identical with integrated information, proponents of Fundamental IIT would have to rule out important confounds. For instance, a wide variety of cognitive capacities also differ between wakeful and unconscious subjects. As such, it could be that integrated information measures reflect these differences, instead of differences in consciousness per se. As a result, to use data obtained with integrated information measures of wakeful versus unconscious subjects to support Fundamental IIT, proponents of Fundamental IIT would have to provide good reasons for believing that integrated information indexes consciousness and not cognition, or any other factor that varies between wakeful and unconscious individuals.

To be clear, again, this latter argument applies to Fundamental IIT, but not to Empirical IIT. As long as some integrated information measures do correlate with

---

7This is apparently acknowledged by some proponents of IIT (Koch says that “The global workspace theory and integrated information theories are not mutually exclusive”, see: https://www.livescience.com/47096-theories-seek-to-explain-consciousness.html)
8As remarked by Barrett & Mediano (2019), this is because “the computation time required to compute [integrated information] grows faster than exponentially with the number of system components” (p.1).
9See https://jakerhanson.weebly.com/blog/my-graduate-experience-with-integrated-information-theory-iit for a useful discussion on the difficulty in pinning down a complexity measure for this purpose.
differences in states of consciousness, whatever the reason behind this correlation, those measures can be used as markers of consciousness. It is an entirely different matter, however, to claim that integrated information should be identified with consciousness, as do proponents of Fundamental IIT.

Therefore, if we do not confuse markers and constituents of consciousness, it should be clear that reasons for finding Empirical IIT appealing generally do not extend to Fundamental IIT.

4 Conflating constituents and NCCs

To make claims about the constituents of consciousness, we need to do more than just ruling out some confounds. Identity relationships like that between water and H₂O are very strong statements to make. To do so, we first need to have a very good understanding of the relevant substrates (hydrogen and oxygen in this case), their causal properties, how they interact, as well as to make sure that they are necessary. However, in the case of Fundamental IIT, it is unclear what kind of physical states are supposed to be identical to consciousness. If the physical substrate itself is not clearly identified, IIT is very far from establishing a convincing identity statement.

Indeed, what substrate is supposed to be identical with consciousness, according to Fundamental IIT? According to the theory, the measure of integrated information to be assessed concerns some ‘nodes’ of a physical system that are connected with each other. These nodes are either on, or off. They are either connected to other nodes or not. Of course, we already know that neurons are much more complex than simple on/off nodes, as they show degrees of intensity of firing (rate), different dynamics in firing, different types of connections with each other (Kandel et al., 2012). As such, proponents of Fundamental IIT acknowledge that these ‘nodes’ likely operate at a “different level.”¹⁰ That is, they are most probably not to be identified with necessarily neurons, as one may intuitively think. As a result, it is unclear what the substrate of consciousness is supposed to be, according to Fundamental IIT. This has the downside that it is not clear where researchers should look when trying to validate or invalidate the claims of Fundamental IIT.

But let us assume that some – possibly sub-neuronal – substrate identified by Fundamental IIT does correlate with consciousness. Even so, such correlation will

¹⁰There is a sense in which the theory captures more than simple on/off states in the nodes, because formally the theory applies to general stochastic systems that are parameterised by probability distributions and transition matrices. But ultimately, even with stochasticity, the possible outcomes are still on versus off. This does not capture the complex known dynamics of neurons. Accordingly, the intuitive examples given to explain the theory also tend to concern simple binary on/off nodes. The fact that these nodes are not really intended to plausibly model neurons has been confirmed in personal communications with the proponents of the theory. Personal communications with Andrew Haun, and Masafumi Oizumi. See a conversation between Hakwan Lau, Masafumi Oizumi, and Richard Brown, available here: https://www.youtube.com/watch?v=8AP6YQrwaN0. Discussion of this point is roughly between 21m38s – 31m28s.
only support that these constituents may be candidates for the NCC, but not that they are identical to conscious experiences. To make the latter claim, one would need to show that they are absolutely necessary, just like we cannot replace oxygen or hydrogen with something else if we want to produce water.

This kind of strong identity relationships are unlikely to be found in most areas of biology, and neuroscience in particular, in which we generally try to identify mechanisms (Craver, 2007). Indeed, if a given neural state \( N \) is necessary for a given conscious experience \( C \), \( C \) cannot obtain unless \( N \) does. This implies that \( C \) could not be realized by a very slightly different neural state, \( N_2 \). Let’s say that \( N \) involves tens of thousands of ‘nodes’. \( N_2 \) would be considered different in this context even if only the connection between two out of these nodes were modified, with everything else being identical to \( N \).\(^{11}\) This would be broadly inconsistent with the phenomenon of biological degeneracy, which is particularly prominent in highly complex systems – a point with which proponents of IIT should be familiar (Edelman & Gally, 2001; Tononi et al., 1999).

We therefore advocate maintaining the traditional definition of NCC. According to this definition, an NCC is a minimal set of neural activity sufficient for having a conscious experience (Chalmers, 2000). It differs from the ‘non-traditional’ notion used by proponents of IIT – as we show in the next section, which implies identity between physical causal structures and conscious experiences. If we are to make such a radical modification of the definition, to move from mere correlation to absolute identity, we should do so explicitly. Unfortunately, we suspect this change in definition has recently slipped into current debates tacitly.

5 NCC confused

One of the most striking claims made by proponents of IIT, beside panpsychism (Tononi, 2014), may be their views on the NCC. In particular, Christof Koch and colleagues have made the strong claim that most areas outside of a putative region in the ‘posterior cortex’ are not home to the NCC. The excluded regions presumably include the insula, amygdala, olfactory bulb, basal ganglia, thalamus, and different parts of the prefrontal cortex (PFC). In particular, this is meant to concern almost all conscious experiences, not just conscious perception (Koch et al., 2016; Tononi et al., 2016).

\(^{11}\)This is not to say for any \( N \) and \( N_2 \), the two must always lead to the same outcome on consciousness. The point about degeneracy is not that it happens 100% of the time. Rather, that it can sometimes happen at all means that the identity claim involving necessity cannot be logically correct. Chalmers (2000) discussed related cases, as well as other types of ‘redundancy’. Overall, there may be more complexity to these issues here. For example, when we usually have two neural states, each independently sufficient for a subjective experience, if one state is abolished, one can consider the ‘background conditions’ changed, in which case, no strong definite predictions could be made. But in any case, it is clear that any reasonable and consistent interpretation of the original definition of NCC is inconsistent with the quote given in footnote 12.
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We remark that this claim may seem grossly incompatible with standard textbook knowledge, especially regarding conscious experiences of hunger, emotions, pain, intentions, thoughts, etc. But perhaps analyzing the case of the role of PFC for conscious visual perception is more illuminating still, because Koch himself used to hold exactly the opposite view. Here, we suggest that his more recent view on this matter is likely the result of a new commitment to the search for the constituents of consciousness, instead of the search for the NCCs.

Curiously, Koch’s new justification for excluding PFC from the NCC is largely based on the very same data that previously led him to accept that the PFC was an NCC for conscious visual experiences. Indeed, Crick & Koch (Crick & Koch, 1998, p. 103) hypothesized that patients with bilateral lesions to the PFC may be able to respond unconsciously to visual stimuli, without being conscious of those stimuli. However, some well-known cases of bilateral lesions to the PFC had long been taken as indicating that patients with these lesions were not blind (Brickner, 1952). At that time, Koch concluded that these cases were not decisive for settling the debate on whether PFC was a neural correlate of consciousness (Crick & Koch, 1998, p. 103; Koch, 2004).

To our minds, these cases remain as indecisive as they were two decades ago, in part because the completeness of these lesions remains a matter of dispute (Odegaard et al., 2017). Meanwhile, it is now known that even in unilateral PFC lesions, there are in fact specific perceptual deficits (Fleming et al., 2014).

But more importantly, in recent correspondence, Koch insists that the lack of complete abolishment of conscious perception in these unilateral cases is evidence for writing off the entire PFC. Specifically, according to his current thinking, disruption of any part of the NCC should "necessarily" cause changes in conscious experience.12

This ‘new’ definition of the NCC, involving necessity, is in direct contradiction with the original definition, as we explained in the opening section. For example, a group of neurons in the right PFC may be on their own minimally sufficient for a conscious experience to occur. But once lesioned, neurons in the left PFC may take over to perform the same function. This kind of dynamic reorganization of function in the PFC has also been empirically demonstrated (Voytek et al., 2010).

However, if one is committed to Fundamental IIT, specifically the claim of neural identity, one may well hold that degeneracy does not apply to consciousness. This seems to be the most charitable interpretation of the inconsistency between Koch’s previous and current views on the NCC.

So, conflating the constituents and the NCCs probably has already had an impact on how current research and debates are conducted.

12 In an email correspondence dated June 24, 2018, Koch wrote: "Any change in this NCC (via a different stimulus, or causal intervention such as TMS, optogenetics, drugs etc) will, of necessity, change the character of the experience (including having no experience). If the background conditions change but the NCC does not, the experience will likewise not change." (italics ours). Quoted with explicit permission.
6 Concluding remarks

We have compared two versions of a theory of consciousness. While there is some empirical support for the weaker version (Empirical IIT), going from there to a much stronger version (Fundamental IIT) seems to require an unscientific leap of faith. The points we have made here are not specific to IIT \textit{per se}. In general we should not make weighty claims beyond what is warranted by evidence. In analyzing the case of IIT, we also illustrate two culprits limiting progress in consciousness science.

The first mistake is to interpret evidence in favor of using a neural state as a \textit{marker} of consciousness as evidence for the \textit{mechanistic relevance} of this neural state for consciousness. This point applies specifically to the study of states of consciousness, in which we might often be too quick in identifying markers of consciousness with NCCs.

The second mistake is to confound NCCs with neural \textit{constituents} of consciousness. As we have seen, doing so could lead to the rejection of the well-known biological phenomenon of degeneracy, and to controversial interpretations of lesion studies. We would do well not to let our theoretical commitments derail the NCC project.
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